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Abstract

Internet of  Things devices generate ecosystems that enter the households of  custom-
ers and influence their everyday life. Therefore, in building these technologies, man-
ufacturers are called upon to assess the cultural and digital conte t and the effect of  
digitalisation in end-users, who e pect products to be trustworthy, safe, and compliant 
with the needs brought up by a fast-changing digital world. The European Union is 
adopting a multidisciplinary approach in the attempt to regulate a highly horizontal 
matter, impacting people and markets. The article analyses the last legislative propos-
als, balancing the right of  consumers and the efforts required to manufacturers to 
comply with a responsible approach to these technologies. Building a trusting com-
munication channel between stakeholders may be the only feasible approach, as leg-
islative solutions can help but rarely will be (alone) able to solve all issues related to 
such a pervasive technology. 

I dispositivi connessi generano ecosistemi di prodotti e funzionalità che entrano nella 
quotidianità e nelle dimore dei consumatori. Pertanto, i produttori vengono chiamati 
a rispondere non solo della conformità dei prodotti, ma anche a considerare il con-
testo culturale e digitale nel quale essi sono inseriti e gli effetti della digitalizzazione 
sui consumatori finali, che si abituano a confrontarsi con un mondo che cambia di 
pari passo con la tecnologia. Nel tentativo di regolare al meglio un fenomeno che 
impatta cittadini e mercati, l’Unione Europea adotta un approccio multidisciplinare, 
che l’articolo si propone di ripercorrere. L’analisi si concentra sugli investimenti rich-
iesti ai produttori di tecnologia IoT per realizzare dispositivi che rispettino i criteri di 
responsabilità e i diritti dei consumatori. La soluzione proposta è la costituzione di un 
canale comunicativo e di fiducia tra produttori e consumatori, che sia complementare 
a soluzioni legislative non sempre soddisfacenti in caso di tecnologie così innovative 
e pervasive.

 L’articolo è stato sottoposto, in conformità al regolamento della Rivista, a referaggio a doppio cieco .
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1. Regulating the Internet of Things: A European 
perspective

hen computing and smart devices are synchronized with physical hardware the out-
put generated is known as Internet of  Things1 (or IoT) as the connection between 
the physical and the cyber systems allows a seamless transfer of  data (through net-
work connectivity) without any interference from users .2

Mankind has always had the tendency to substitute manpower with machines when 
a person providing a task resulted less efficient and slower than a machine.3 This at-
titude is a direct consequence of  a technical and technological revolution which had 
been going on for years and, understandably, e perienced an acceleration in the past 
years with the advancement of  studies in Machine Learning and Artificial Intelligence, 
making data analytics more common, easier, and referred to a larger quantity of  data.
The attractiveness of  the IoT technology goes back to 19 s when it was known 
as embedded internet .   Pushed by large commercial giants such as Procter and 
Gamble, Google, and Gartner  it had various instant of  glories up until today, when 
learning technologies entered our everyday life and our households through supports 
such as smart home assistants and the wearable devices. IoT applications are invading 
many different areas of  our everyday life  affecting education , driving, cooking, sport 

1  . Gregorio et al., Internet of  things in Signal Processing Techniques for Power Efficient Wireless Communication 
Systems, ew ork City, 21  ss.
2  A. Saeed et al., Energy Efficient Hybrid IoT System for Ambient Living, Switzerland, 2 22.
3  . iener, The Human use of  Human Beings – Cybernetics and Society, Cambridge, 19 .
  R. Khan, Future internet: the internet of  things architecture, possible applications and key challenges, 2  ss.
  A. Saeed, A Fusion of  Artificial Intelligence and Internet of  Things for Emerging Cyber Systems, 1 .
  A. Saeed, A Fusion of  Artificial Intelligence and Internet of  Things for Emerging Cyber Systems, cit.
  I. . Mseer, Internet of  Things and Its Impact on the Future of  Education, Switzerland, 2 21.
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and living  but became also a valuable support to improve system reliability, security 
and safety thanks to predictive maintenance, statistical analysis, and estimations.8

Advanced technologies introduced models and standardisation9 into our reality  repro-
ducing and ameliorating human patterns that have been studied and analysed deeply. 
Standards provide use cases for rules, harmonize requirements and even more than 
general standards, ICT standards have a vital economic interest as they foster progress 
in creating more efficient and interoperable components of  new technological ob-
ects. owever, they can also constitute a barrier to the market 1  therefore legislators 
shall be aware of  the burden that standards bring with them.

1.1. The beginning

The European Commission interest in IoT and its legislative perspective goes way 
back and already in 2 9, it addressed Internet of  Things as an umbrella for a new 
paradigm.”11 An emerging interest for the protection of  personal data and awareness 
in dealing with technical innovations (which were, indeed, about to become some of  
the main concerns of  the European Union) contributed to the popularity of  the IoT 
conversations. Reasonings and studies on the best way to deal with new technologies 
kept flowing and scholars started to deliver some requirements that would have had 
to be kept in mind in regulating the Internet of  Things.12

Among others, in 2 1  Professor Rolf  . eber listed four characteristics of  IoT13 
that must be considered when dealing with this type of  technology  understanding 
them is intrinsically linked to a correct governance of  their inputs and outcomes. 
• Globality, i.e., the trans-border element, embedded in products and services con-

nected with networks.
• Verticality, meaning the durability of  the products, which if  connected can usually 

be updated and therefore e tend their lifespan through upgrades and more effi-
cient algorithms.

• Ubiquity, referring to the fact that the same product or service can be accessed 
simultaneously by different persons and from different places.

• Technicity, which stands for the necessity to consider the technical comple ity of  
the devices connected. 

ew rules and legislations that are spawning within the EU institutions shall consider 

8  B.C. Kavitha - R. allikannu, Fault Detection and Data Management for IoT, in Multimedia Technologies in the 
Internet of  Things Environment, 93, Singapore, 1  ss.
9  . Gennari, Standard Setting in Organitsations for the IoT: How to Ensure a Better Degree of  Liability?, in 
Masaryk University Journal of  Law and Technology, 1 , 2 21, 1 3 ss.
1   Ivi, 1 .
11  Commission of  the European Communities, Communication from the Commission to the European 
Parliament, The Council, the European Economic and Social Committee and the Committee of  the Regions, Internet 
of  Things  An action plan for Europe.
12  R. . eber, Internet of  Things – New security and privacy challenges, in Computer Law & Security Review, 
2 , 2 1 , 23 ss.
13  R. . eber, Internet of  Things – New security and privacy challenges, cit., 23-3 .
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the previous as a common ground on which building provisions that are adaptable 
with innovations connected with this technology.

1.2. The European answer to a business opportunity

Besides being instruments of  efficiency and development, nowadays IoT devices rep-
resent an almost irreplaceable asset for companies, as they will keep  foster ing  an 
e ponential growth in the volume, quality, and variety of  consumer-generated data .1  
Moreover, the monetary value  of  consumer data1  increases the larger the number 
of  data processed, as informational goods are non-rival in nature. ence, economic 
welfare will typically increase by data sharing .1  
The vastity of  the market surrounding IoT devices was confirmed in 2 22 by the Eu-
ropean Commission that in its final report on consumer Internet of  Things affirmed 
that
As the use of  consumer IoT products is increasingly becoming part of  everyday 

life for Europeans, the consumer IoT sector is e pected to grow significantly in the 
coming years. It is predicted that overall consumer IoT revenue worldwide will grow 
from EUR 1 .  billion in 2 19 to appro imately EUR .  billion by 2 3 . Euro-
pean smart home revenue will also more than double between 2 2  and 2 2  (from 
appro imately EUR 1  billion to appro imately EUR 3 .1 billion)1 .
Such economic value shall be supported by a solid legislative framework, able to en-
hance the business development while protecting the rights of  citizens and consum-
ers. Therefore, it is no coincidence that, looking at the legal initiatives the European 
Union is working on, some documents seem to be destined to have a calculated inter-
est in the IoT market.
In the present paper some of  the initiatives proposed by the Union will be analysed 
more in depth, to better understand their value for IoT technologies. They are
• The proposal for a Data Act18, a programmatic document which aims at govern-

ing data generated by IoT devices, with a strategic approach.
• Two cybersecurity initiatives

 -  the Cybersecurity Act19, in force since 2 19, which established a European 
cybersecurity certification scheme managed by the European Union Agen-

1   S. Elvy, A commercial law of  privacy and security for the internet of  things, Cambridge, 2 21, 2 .
1   P. M. Schwartz, Property, Privacy and Personal Data, in Harvard Law Review, 11 , 2 , 2  ss.
1   . re l, Access as a Means to Promote Consumer Interests and Public Welfare – An Introduction in German 
Federal Ministry of  Justice and Consumer Protection, Ma  Planck Institute for Innovation and Competition 
(eds.), ata Access, Consumer Interests and Public elfare, Baden-Baden 2 21, 11 ss.
1   European Commission, inal Report from the Commission to the Council and the European 
Parliament  Final report – sector inquiry into consumer Internet of  Things.
18  Proposal for a Regulation of  The European Parliament and of  the Council on harmonised rules on 
fair access to and use of  data (Data Act).
19  Regulation (EU) 2 19 1 of  the European Parliament and of  the Council of  1  April 2 19 on 
E ISA (the European Union Agency for Cybersecurity) and on information and communications 
technology cybersecurity certification and repealing Regulation (EU) o 2 2 13 (Cybersecurity Act).
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cy for Cybersecurity (E ISA).
 - The proposal for a Cyber Resilience Act2 , which aims at harmonising cy-

bersecurity rules for products with digital elements, therefore tackling In-
ternet of  Things products specifically.

• A new framework on civil liability
In this conte t the Union looked at Artificial Intelligence, IoT and robotics togeth-
er, as they share some main characteristics that have led the European legislator 
to combine the analyses and legislative interventions. The framework represents 
a package of  legal actions with the purpose of  raising trust towards AI-related 
products at the Union level and ensuring that remedies and actions for damages 
are accessible to final consumers. The framework includes

 - The proposal for an AI Liability irective21, aiming at adapting non-con-
tractual civil liability rules to artificial intelligence.

 - The proposal for a renewed Product Liability irective22, dealing with lia-
bility for defective products  in the proposal the scope of  the irective has 
been e tended to include digital products and it considers them within the 
conte t of  circular economy, e panding the responsibility of  manufactur-
ers.

• The Ecodesign and Energy Labelling  ramework irectives23, two irectives 
tackling energy-using products (EUPs), among which it is possible to classify In-
ternet of  Things products. The ramework is addressed to highlight some infor-
mation requisites placed on manufacturers.

2. European legislative initiatives to regulate the 
Internet of Things

2.1. Governance and Strategy

IoT data governance can be challenging as Internet of  Things devices involve differ-
ent kind of  data  personal data of  the final user (which are protected by the provisions 
of  the General ata Protection Regulation) and non-personal data, that are generated 
by the very use of  the device2 . These data mainly remain in control of  the manufac-

2   European Commission, Proposal for a Regulation of  the European Parliament and of  the Council 
on horizontal cybersecurity requirements for products with digital elements and amending Regulation 
(EU) 2 19 1 2  (Cyber Resilience Act).
21  European Commission, Proposal for a irective of  the European Parliament and of  the Council on 
adapting non-contractual civil liability rules to artificial intelligence (AI Liability irective).
22  European Commission, Proposal for a irective of  the European Parliament and the Council on 
liability for defective products, (Product Liability irective).
23  The ramework comprehends  irective 2 9 12 EC of  the European Parliament and of  the 
Council of  21 October 2 9 establishing a framework for the setting of  ecodesign requirements for 
energy-related products  Regulation (EU) 2 1 13 9 of  the European Parliament and of  the Council 
of   uly 2 1  setting a framework for energy labelling and repealing irective 2 1 3 EU.
2   . Kerber, Governance of  IoT Data: Why the EU Data Act will not fulfill its objectives, in GRUR International, 
2 23, 2(2), 12  ss.
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turer who designed the product, usually giving little to no access to consumers to the 
generated information.

2.1.1. The Data Act

The proposal for a Regulation on harmonised rules on fair access to and use of  data 
was adopted by the Commission on ebruary 23rd, 2 22, and it marks a fundamental 
pillar of  the Digital Decade.2  It is set to bring fairness into the technological perspec-
tives by setting up provisions on how to use and process data generated by Internet 
of  Things Devices.
The Proposal introduces
• Measures to allow users of  connected devices to gain access to data generated 

by them  and to share such data with third parties to provide aftermarket or 
other data-driven innovative services. It maintains incentives for manufacturers to 
continue investing in high-quality data generation, by covering their transfer-relat-
ed costs and e cluding use of  shared data in direct competition with their product.

• Measures to rebalance negotiation power for SMEs by preventing abuse of  con-
tractual imbalances in data sharing contracts. 

• Means for public sector bodies to access and use data held by the private sector 
that is necessary for e ceptional circumstances, particularly in case of  a public 
emergency 

• ew rules allowing customers to effectively switch between different cloud da-
ta-processing services providers and putting in place safeguards against unlawful 
data transfer 2 .

On ecember 2 22 a compromise te t was discussed by the EU Council, e tending 
its entry into application from the original 12 months to 1  months.2  The transition 
in the past months within the EU Council from the Czech presidency to the Swedish 
presidency, to the Spanish presidency seems to have enhanced the urgency of  the 
document, making it a priority.2  In mid-March the European Parliament’s voted in 
plenary session to approve their version of  the ata Act, opening the door to interin-
stitutional discussions with the EU Council and Commission. In une 2 23 a political 
agreement was reached on the document. Significant proposals have been introduced 
to increase transparency for the manufacturers and to regulate B2B data transfers.29 
The new rules are awaited with some e citement by Member States as they shall cre-
ate and additional G PR of  2  billion by 2 2  by tackling the legal, economic and 

2   European Commission, Shaping’s Europe Digital Future – Data Act. 
2   European Commission, Press Release - Data Act: Commission proposes measures for a fair and innovative data 
economy, 23 ebruary 2 22, available at ec.europa.eu.
2   L. Bertuzzi, EU Council set to revise cloud-related provisions in new data law, in EURACTIV, 9 ecember 
2 22 (updated on 13th ecember 2 22), available at euractiv.com.
2   L. Bertuzzi, Swedish presidency offers EU countries options on Data Act’s pain points, in EURACTIV, 12 
anuary 2 23 (updated on 13th anuary 2 23), available at euractiv.com

29  L. Bertuzzi, EU lawmakers formalise position on the Data Act in plenary vote, in EURACTIV, 1  March 
2 23 (updated on 1 th March 2 23), available at euractiv.com. 

http://digital-strategy.ec.europa.eu/en/policies/data-act
http://ec.europa.eu/commission/presscorner/detail/en/ip_22_1113
http://ec.europa.eu/commission/presscorner/detail/en/ip_22_1113
http://euractiv.com/section/digital/news/eu-council-set-to-revise-cloud-related-provisions-in-new-data-law/
http://euractiv.com/section/digital/news/swedish-presidency-offers-eu-countries-options-on-data-acts-pain-points/
http://euractiv.com/section/data-privacy/news/eu-lawmakers-formalise-position-on-the-data-act-in-plenary-vote/
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technical reasons that lead to a limited use of  some data.3

The proposal is consistent with e isting rules on the use of  personal data (addressed 
by the General ata Protection Regulation31) and non-personal data (regulated by 
the ree low of  on-Personal ata Regulation32), but also with Competition law in 
the conte t of  data sharing, the atabase irective33 and the Open Data Directive3 . 
Among the most recent te ts it takes into considerations also the propositions of  the 
Data Governance Act3  and it complements the igital Market Act.3

ithin this kaleidoscopic set of  rules, the ata Act shows a high level of  consumer 
protection, addressing the difficulties that final users usually have in gaining access to 
information generated by IoT devices  due both to their high technicalities and to a 
not-always adequate level of  consciousness showed by companies. The proposal aims 
at further empowering consumers using products or related services to meaning-
fully control how the data generated by their use of  the product or related service is 
used 3 . By doing so it imposes a consequent burden on manufacturers as it obliges 
the data holder to make data available3  and to transfer them when requested39 (a 
sort of  e tended right to access  and an e tended right to data portability ). The 
manufacturers can still access data and use them, but they would have to design their 
products in a way that allows the user to access the generated data easily by default and 
be transparent on what data will be accessible and how to access them . In the last 
political agreement, it was better defined the scope of  the obligation which will cover 
intentional and indirect actions and data used and generated in standby mode. As it 
is still unclear if  it will cover organisations based outside the EU, it has been decided 
that data shall be anonymized and will have to occur in a standardised and real-time 
manner. 1

This approach somehow follows the footsteps of  the General ata Protection Reg-

3   European Commission, Press Release - Data Act.
31  Regulation (EU) 2 1 9 of  the European Parliament and of  the Council of  2  April 2 1  on the 
protection of  natural persons with regard to the processing of  personal data and on the free movement 
of  such data, and repealing irective 9 EC (General ata Protection Regulation).
32  Regulation (EU) 2 1 1  of  the European Parliament and of  the Council of  1  ovember 2 1  
on a framework for the free flow of  non-personal data in the European Union.
33  irective 9 9 EC of  the European Parliament and of  the Council of  11 March 199  on the legal 
protection of  database.
3   irective (EU) 2 19 1 2  of  the European Parliament and of  the Council of  2  une 2 19 on 
open data and the re-use of  public sector information.
3   European Commission, Proposal for a Regulation of  the European parliament and of  the Council 
on European data governance ( ata Governance Act).
3   European Commission, Proposal for a Regulation of  the European Parliament and the Council on 
harmonised rules on fair access to and use of  data (Data Act).
3   European Commission, Proposal for ata Act, E planatory Memorandum, 13.
3   European Commission, Proposal for ata Act, Chapter III.
39  European Commission, Proposal for ata Act, Chapter I.

  European Parliamentary Research Service (EPRS), Briefing – The Data act,  October 2 22, available 
at europarl.europa.eu.
1  L. Bertuzzi, Data Act: EU institutions finalise agreement on industrial data law, in EURACTIV, 2  une 

2 23 (updated on 3 th une 2 23), available at euractiv.com.

http://europarl.europa.eu/RegData/etudes/BRIE/2022/733681/EPRS_BRI(2022)733681_EN.pdf
http://euractiv.com/section/data-privacy/news/data-act-eu-institutions-finalise-agreement-on-industrial-data-law
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ulation (for e ample, by adopting by design and by default principles) and it widens 
its approach into a more comprehensive requirement of  data management , where 
data are governed in a user-centric way and therefore e plainability, transparency and 
availability of  data must be persistent in every product and service dealing with data.
It shall be noted that the burden imposed on companies might be relieved a little 
by presuming a compensation for making data available, which shall be reasonable 
and agreed with the data recipient . 2 It makes sense as proper and functioning data 
accesses mechanisms require multi-sector investments in data quality, processes and 
technical arrangements  as long as data holders may not hinder access to data (or make 
it too difficult) trying to obtain a remuneration in e change for information that shall 
(at least in part) be easily accessible. 3

Scholars have been given some opinions on the Act, stressing its necessity (and ur-
gency) but also drawing attention to some limits of  the proposal. olfgang Kerber , 
Professor of  Economics at the Marburg University, in Germany, underlines that even 
though market necessities surrounding the Internet of  Things have, indeed, been 
listed correctly by the Act, there is still a lot of  work to do. irst, the mechanisms 
to enforce user right to access still seem to weak to be effective (due to insufficient 
scope of  data, lacking technical interoperability, high transaction costs, esp. through 
the need for a negotiated contract with RA  conditions, unclarity regarding data 
markets ), second (and e tremely relevant for our purposes) the attempt to make 
user regain control over his her data will not work due to unsolved serious market 
failure problems in B2C situations, i.e. that all the rights to use the IoT data will end 
up with the data holders (and leave the consumers with only these weak user rights) .
A ata Act is needed, as a huge portion of  the market needs regulation, and although 
it cannot be e cluded that some rebalances might be necessary and may be considered 
in the following steps of  the decision process  some ad ustments within business pro-
cesses and consumer-relationships may come in handy to solve (at least partly) some 
concerns, as it will further be analyzed in the last section of  this paper.

2.2. Cybersecurity

The European legislator is investing its resources in enhancing the dedicated cyber-
security landscape, a key component in the development of  connected technologies 
as well as a priority of  the igital ecade, as cybersecurity is an integral part of  Eu-
ropeans’ security. hether it is connected devices, electricity grids, or banks, aircraft, 
public administrations, or hospitals they use or frequent, people deserve to do so 
within the assurance that they will be shielded from cyber threats. The EU’s economy, 

2  EPRS, Briefing – The Data act, p. (f).
3  . re l, Data access as a means to promote consumer interests and public welfare – An introduction, cit., 21.
  . Kerber, Governance of  IoT Data: Why the EU Data Act will not fulfill its objectives, in GRUR International, 

2 22.
  Ivi, 1.
  Ibidem.

http://academic.oup.com/grurint/advance-article/doi/10.1093/grurint/ikac107/6754210
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democracy and society depend more than ever on secure and reliable digital tools and 
connectivity. Cybersecurity is therefore essential for building a resilient, green, and 
digital Europe .
Threats to cyber safety are real and increasing  in the tenth edition of  the E ISA 
Threat Landscape (ETL) report   among the key trends in cyber threats the Agency 
affirmed that oS have been identified for  getting larger and more comple , are 
moving towards mobile networks and IoT and are being used in the conte t of  cyber-
warfare . 9 And IoT malware has increased over 2 21. The change in the first half  
of  2 22 shows the prevalence of  IoT targeting malware almost doubling. In the first 
 months of  2 22, the attack volume is already higher than had been recorded over 

the last  year .
A multi-front approach 1 has been adopted by European institutions which resulted in 
a prolific production of  cybersecurity provisions devoted to cover specific and diverse 
aspects of  technological security. 2

In 2 13 the irective on Attacks against Information Systems came into force, aiming 
at harmonising criminal offences related to information systems. In 2 1  the irec-
tive on Security and Information Systems (also known as the IS irective) tackled 
critical infrastructures  replaced on ecember 2 22 by the IS2 irective, which 
broadens the scope the first irective improving cybersecurity risk management and 
introducing reporting obligations across strategic sectors (e.g. energy, transport, health 
and digital infrastructure). Other sectoral legislations adopted are the Directive on the 
Resilience of  Critical Entities (CER) which aims to reduce the cyber vulnerabilities 
and strengthen the resilience of  entities providing essential services that are crucial 
for the maintenance of  vital societal functions, economic activities, public health and 
safety, and the environment (so-called critical entities) 3 and the ORA Regulation 
(Regulation on Operational Resilience of  the inancial Sector), which sets uniform 
requirements for the security of  network and information systems of  companies and 
organisations operating in the financial sector as well as critical third parties which 
provide ICT (Information Communication Technologies)-related services to them, 
such as cloud platforms or data analytics service.

  European Commission, Joint Communication to The European Parliament and the Council on the EU’s 
Cybersecurity Strategy for the Digital Decade.

  As e plained in the E ISA website, the ETL is an annual report on the status of  the cybersecurity 
threat landscape. It identifies the top threats, ma or trends observed with respect to threats, threat actors 
and attack techniques, as well as impact and motivation analysis. It also describes relevant mitigation 
measures .
9  European Union Agency for Cybersecurity (E ISA), ENISA Threat Landscape (ETL) Report, 2 22, 

11.
  Ivi, .

1  P. G. Chiara, The IoT and the new EU cybersecurity regulatory landscape, in International Review of  Law, 
Computers & Technology, 2 22, 11 -13 .
2  EPRS, Briefing EU Legislation in progress “EU cyber-resilience act”, ecember 2 22. 
3  European Commission, Critical Infrastructure: Commission accelerates work to build up European resilience, 

2 22, 1 , available at ec.europa.eu.
  European Council, Press Release  Digital finance: Council adopts Digital Operational Resilience Act, 2 22, 

2 , available at consilium.europa.eu.

http://ec.europa.eu/commission/presscorner/detail/en/IP_22_6238
http://consilium.europa.eu/en/press/press-releases/2022/11/28/digital-finance-council-adopts-digital-operational-resilience-act


308

Chiara Vescovi

To widen the already broad legal landscape two more instruments have been intro-
duced, specifically designed to assess cybersecurity in relation with connected devices  
• The rsecurity Act, introducing a cybersecurity certification scheme made in Eu-

rope.
Such a strong effort on behalf  of  the European Union is ustified as the absence of  a 
cybersecurity legal framework for product with digital elements incentivises the devel-
opment of  potentially diverging national rules among Member States, threatening an 
open and competitive single market .  A matter that becomes even more urgent with 
the rising of  interoperability protocols which by e panding the possibility of  sharing 
data also increase opportunities for threats and malicious attacks.

2.2.1. The Cyber Resilience Act (CRA)

The proposal, based on the provisions of  Article 11  T UE, is a horizontal piece of  
legislation with the purpose of  harmonizing cybersecurity rules on products with dig-
ital elements  not covered by any previous regulation, seeking to establish a common 
ground of  cybersecurity rules, ensuring more secure hardware and software products.
The CRA imposes a burden on manufacturers who must ensure compliance with 
European cybersecurity requirements. Products will be sub ected to a conformity as-
sessment, and the procedure may vary based on the degree of  criticality of  the prod-
uct. The Spanish presidency of  the EU Council of  Ministers released a fine-tuned 
version of  the te t at the beginning of  uly 2 23.  The last version of  the document 
obliges manufacturers that become aware of  incidents or vulnerabilities to actively 
inform the competent authority. The task 
of  evaluating the reports has been put in 
the hands of  the national Computer Se-
curity Incident Response Teams (CSIRTs) 
relieving the E ISA from the task which 
will have to manage a pan-European plat-
form to analyse complementarities and 
establish a vulnerabilities database. 
The proposal used to divide products 
with digital elements into two categories  
(as better shown in igure 1)  
• efault non-critical products (like 

smart home assistants).

  EPRS, Briefing EU Legislation in progress – EU cyber-resilience act, 2 22, 3.
  European Commission, Proposal for a Regulation of  the European Parliament and of  the Council on horizontal 

cybersecurity requirements for products with digital elements and amending Regulation (EU) 2019/1020 (Cyber 
Resilience Act).

  L. Bertuzzi, EU ambassadors set to endorse new cybersecurity law for connected devices, in EURACTIV, 2 23, 
available at euractiv.com.

  EPRS, Briefing EU Legislation in progress “EU cyber-resilience act”, 2 22, available at europarl.europa.eu.

 

Figure 1. Cyber resilience conformity 
assessment, Source: EPRS, EU cyber-resilience 
act – Briefing 

http://euractiv.com/section/cybersecurity/news/eu-ambassadors-set-to-endorse-new-cybersecurity-law-for-connected-devices/
http://europarl.europa.eu/RegData/etudes/BRIE/2022/739259/EPRS_BRI(2022)739259_EN.pdf.
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• Critical products, which are further divided into products carrying a higher or 
lower risk. 

owever, the last version of  the te t 9 removed any e plicit reference to highly crit-
ical products  and specific assurance level requirements replacing it with a first list of  
highly critical products categories and the obligation to conduct an impact assessment 
to assess the supply and demand side of  the internal market and the capability and 

readiness of  the member states for the schemes’ implementation  before asking for 
any mandatory certifications. 
Cybersecurity is imperative  the EU is clearly putting an effort to assure that compa-
nies and manufacturers are on board with the commitment to ensure a safer e peri-
ence to their consumers. Therefore, it imposes significant fines on manufacturers who 
may not follow the given requirements  they might risk 1  million fine or 2.  of  
their annual turnover worldwide for non-compliance with the security requirements 
and or a 1  million fine or 2  of  their total annual turnover worldwide for lack of  
compliance with all other obligations in the regulation. 
The legislative process is still ongoing. The last Swedish presidency of  the EU Coun-
cil suggested three partial compromises to the old te t 1 and the Spanish presidency 
is now working on the te t. Among the introductions a couple have an interesting 
side effect. irst, manufacturers must state a potential product lifespan during which 
customers will receive security updates. Second, it is the economic operators who 
significantly impact connected devices who are now responsible for adhering to the 
cybersecurity rules. The introduction of  security updates that do not alter a product’s 
intended use actually e empts the creator from this liability. These specifications wave 
somehow the burden on manufacturers which, righty e ists but tries to not e ceed the 
perimeter of  doable interventions. 

2.2.2. The Cybersecurity Act

The Cybersecurity Act entered into force in une 2 19. The document focused on 
the position of  the European Union Agency for Cybersecurity (E ISA) and on the 
adoption of  a European cybersecurity certification.
Thanks to the provisions of  the Cybersecurity Act the Agency was granted a perma-
nent mandate and saw an overall enhancement of  its role in supporting the Union to 
achieve a common and high-level cybersecurity. or our purposes, the Act finds its 
main relevance in the creation of  a European cybersecurity certification scheme  a 
comprehensive set of  rules, technical requirements, standards, and procedures agreed 
at European level for the evaluation of  the cybersecurity characteristics of  a specific 

9  L. Bertuzzi, Data Act: EU institutions finalise agreement on industrial data law, cit.
  L. Bertuzzi, EU ambassadors set to endorse new cybersecurity law for connected devices, cit.

1  Among the main suggestions, two further crucial conditions were imposed  first, each linked device 
needs a special product identifier to enable identification and security patches shall easily identify 
the applicability of  security updates. Second, in order to dispose of  a product securely, the te t now 
mandates that the manufacturers provide users with the ability to safely and easily erase all data and 
settings, including those permitting access to i- i networks, from the product.
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product, service, or process. The pro ect is laudable, and a single certification recog-
nized throughout Europe and validated by a European agency would certainly lend 
homogeneity to an ever-changing landscape. owever, the adoption of  the certifica-
tion scheme is still on a voluntary basis, and this partially nullifies the positives of  the 
initiative. Cybersecurity initiatives, especially in the IoT sector, are definitely support-
ed and promoted at national level (the innish Cybersecurity Label proposed by the 

innish Transport and Communications Agency 2 is a perfect e ample), however a 
proliferation of  certifications may lead to legal fragmentation in the Single Market 3 
and a common cybersecurity certification scheme (even better if  specifically tackling 
IoT) will definitely help to reach clarity and harmonization.
It shall be noted that the European Union is not the only entity to increase its efforts 
on preserving the safety of  the digital scene. The Organization for Economic Co-op-
eration and evelopment (OEC ) in its Policy ramework on igital Security pub-
lished on ecember 2 22 states that digital security is a means to achieve economic 
and social ob ectives rather than an end it itself. Therefore, it is important to design 
and implement digital security policies that are consistent with those developed in oth-
er related policy areas. hen designed and or implemented in isolation, digital securi-
ty policies are likely to be inconsistent with other policy areas, and to be perceived as 
burdensome, costly, and counterproductive. hen they aim at creating synergies with 
other policy areas’ ob ectives, digital security policies are likely to be more effective .

2.3. Liability

IoT devices can challenge the traditional notions of  civil liability,  therefore at the 
EU level many resources are being invested in assuring that Artificial Intelligence and 
mechanisms built on AI or integrated with AI systems can be trusted.  

hen dealing with civil liability the Union does not look at IoT distinctively from 
AI, but in this conte t considers AI, IoT and robotics as opportunities to be looked 
at together, as they all can combine connectivity, autonomy and data dependency to 
perform tasks with little or no human control or supervision.  Their comple ity 
is reflected in both the plurality of  economic operators involved  and the multi-
plicity of  components . Added to this is the openness to updates and upgrades 
after their placement on the market. The vast amount of  data involved, the reliance 

2  innish Transport and Communications Agency, Finnish Cybersecurity Label, 2 2 , available at  
tietoturvamerkki.fi. 
3  P.G. Chiara, The IoT and the new EU cybersecurity regulatory landscape, in International Review of  Law, 

Computers & Technology, 2 22, .
  Organization for Economic Co-operation and evelopment (OEC ), OECD Policy Framework on 

Digital Security Cybersecurity for Prosperity, 2 22, 9, available at oecd.org.
  L. E. Gorman, The Era of  the Internet of  Things: Can Product Liability Laws Keep Up?, in Defense Counsel 

Journal, , 2 1 , 21 .
  European Commission, Communication from the Commission to the European Parliament, the 

Council, the European Economic and Social Committee and the Committee of  the Regions, Building 
Trust in Human-Centric Artificial Intelligence, Brussels,  April 2 19.

http://tietoturvamerkki.fi/en/requirements
http://oecd.org/publications/oecd-policy-framework-on-digital-security-a69df866-en.htm
http://oecd.org/publications/oecd-policy-framework-on-digital-security-a69df866-en.htm
http://iadclaw.org/assets/1/19/The_Era_of_the_Internet_of_Things.pdf
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on algorithms and the opacity of  AI decision-making, make it more difficult to predict 
the behaviour of  an AI-enabled product and to understand the potential causes of  a 
damage. inally, connectivity and openness can also e pose AI and IoT products to 
cyber-threats .
AI, IoT and robotics represent a chance not to be missed for Europe. In order to 
maintain a relevant role in the global discussion tables on new technologies, the EU 
needs not only to make strategic choices (which is one of  the main purposes of  the 

ata Act) and impose common technical requirements (plumping up the cybersecuri-
ty framework is definitely a step in this direction), but also to hearten its citizens that 
products and services with digital elements that respond to digital logics are reliable 
and, whenever necessary, bring with them at least the same remedies as non-digi-
tal products. To reduce the degree of  uncertainty and to support the commercial 
ob ectives underlying the European igital ecade, the Commission takes into its 
own hands the task of  guaranteeing a high degree of  protection to its citizens and it 
proposes two irectives  the so-called AI Liability irective  and a renewal of  the 
already e isting Product Liability irective. 9

The Commission assumes a holistic approach  t hese two policy initiatives are close-
ly linked and form a package, as claims falling within their scope deal with different 
types of  liability. The Product Liability irective covers producer’s no-fault liability 
for defective products, leading to compensation for certain types of  damages, mainly 
suffered by individuals. The AI Liability irective  covers national liability claims 
mainly based on the fault of  any person with a view of  compensating any type of  
damage and any type of  victim. They complement one another to form an overall 
effective civil liability system .

2.3.1. AI Liability Directive

Technologies based on AI are intrinsically comple , autonomous, and not always as 
transparent, therefore users may struggle to understand the underlying logic. 1 Civil 
liability must ensure victims the opportunity to claim for compensation and a real shot 
at fair trial, 2 making the claim process accessible. In the eyes of  the Union this type 

  European Commission, Report from the Commission to the European Parliament, the Council and 
the European Economic and Social Committee, Report on the safety and liability of  Artificial Intelligence, the 
Internet of  Things and robotics, Brussels, 2 2 , 2.

  European Commission, Proposal for a Directive of  the European Parliament and of  the Council on adapting 
non-contractual civil liability rules to artificial intelligence (AI Liability irective).
9  European Commission, Proposal for a Directive of  the European Parliament and of  the Council on liability 

for defective products.
  European Commission, Proposal for a Directive of  the European Parliament and of  the Council on adapting 

non-contractual civil liability rules to artificial intelligence (AI Liability irective).
1  They are generally defined black-bo es , to which are opposed efforts made by scholars and 

technicians to make the AI e plainable   on the topic please see  K. K. Chennan et al, Black Box Model 
for Explainable Artificial Intelligence, in  M. Metha et al. (eds.), Explainable AI: Foundations, Methodologies and 
Applications, Intelligent Systems Reference Library olume 232, ew ork City, 2 23, 1 ss.
2  Art. , Charter of  undamental Rights  Everyone whose rights and freedoms ranteed 

http://link.springer.com/book/10.1007/978-3-031-12807-3
http://link.springer.com/book/10.1007/978-3-031-12807-3
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of  goal is better addressed at supranational level, in order to avoid rules fragmentation 
and uncertainty 3 that may come from a merely national approach. The irective aims 
at providing a solid basis for compensation to damages caused by AI-systems (eventu-
ally in the lack of  compliance with national or Union law) and it establishes a targeted 
rebuttable presumption of  casualty  a presumption of  causal link, which eases the 
process of  causal link identification. This represents a needed support especially in 
cases where AI are designed as black bo es  and are therefore difficult to decipher.
The AI Liability irective does not directly address Internet of  Things products, how-
ever, it is relevant for our purposes in that it provides an overall protective framework 
for the consumer to access remedies and contributes to the creation of  a safe and 
defined legal landscape, positioning itself  in accordance with the AI Act, to which it 
makes repeated references. In fact, even though it cannot used by itself  to start a law-
suit under certain conditions can reverse the burden of  proof.
The work on the AI Liability irective is strictly connected to the AI Act, it has been 
put aside waiting for the final te t of  the AI Regulation.

2.3.2. Product Liability Directive (PLD)

The proposal for a revision of  the Product Liability irective together with the pro-
posal for the adoption of  an AI Liability irective generate a package of  complemen-
tary legal instruments, sharing the common goal of  ad usting liability to the digital age 
and AI systems.
The renewal of  the irective takes into consideration a pool of  regulations that swings 
from protection of  consumers,  to personal data protection, to damages connected 
with environmental issues. Moreover, references to the Cybersecurity initiatives   and 
other legislative sector-specific  rules help assuring a safety framework for products in 
the EU internal market. Among them, constant referrals to the AI Act (which hope-
fully will provide some underlying requirements and definitions) promises a general 

by the law of  the Union are violated has the right to an effective remedy  before a tribunal 
in compliance with the conditions laid down in this Article. Everyone is entitled to a fair and 
public hearing within a reasonable time by an independent and impartial tribunal previously 
established by law. Everyone shall have the possibility of  being advised, defended and represented. 
Legal aid shall be made available to those who lack sufficient resources in so far as such aid is necessary 
to ensure effective access to ustice .
3  Even though the chosen legal instrument to rule on the matter is a irective  which leaves some 

leeway to Member States to implement rules in their own national systems.
  European Commission, Proposal for a Directive of  the European Parliament and of  the Council on adapting 

non-contractual civil liability rules to artificial intelligence (AI Liability irective), 2 22, 13.
  Please see note 1 for some further references.
  or e ample, the Sale of  Goods Act and the igital Content and Service irective, that deal with 

consumer protection concerning contractual liability.
  The Cybersecurity Act and the Cyber-resilience Act, which aim at mitigating cyber-threats while 

imposing obligations on manufacturers, although they do not specifically address liability.
  Such as the Machinery Regulation, the proposed General Product Safety Regulation and even the 

recently adopted igital Service Act. They do not concern liability issues and responses.
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harmonization among the new provisions and it confirms that AI systems and AI-en-
abled goods indeed fall within the scope of  the renewed Directive 9, e tending the 
possibility of  compensation also to IoT Products and services, including not only 
manufacturers of  hardware products but also providers of  software and digital ser-
vices.  The PL  proposal will ensure that when AI Systems are defective and cause 
physical harm, property damage or data loss it is possible to seek compensation from 
the AI-System provider or from any manufacturer that integrates an AI system into 
another product .81 The irective stipulates that in some specified situations when 
these are too complicated for the defendant to prove, notably due to technological or 
scientific comple ity, national courts may presume the defectiveness of  a product or a 
causal connection between the damage and the fault. In addition, an economic opera-
tor may be e empt from liability if  it can show that the defects of  the product were not 
apparent at the time due to the state of  science and technology at the time. 
At the beginning of  March 2 23, a draft on the updated Product Liability irective 
was presented by Swedish chair of  the EU Council. It defines more e plicitly the term 
manufacturer’s control  and aims at reducing national fragmentation on the topic. 

The te t has been updated to reflect a non-paper from the European Commission that 
made it clear that software, including that offered through as-a-service  model, like 

etfli  or Microsoft 3 , is a product and therefore is covered by the Act. Similarly, 
in the March version of  the te t the associated digital services that are built into or 
connected to the product have been better defined as, for e ample, traffic information 
for a navigation system or a temperature control service that monitors the operation 
of  a smart fridge. 2 

owever, one of  the last acts of  the Swedish presidency, before leaving the chair to 
the Spanish presidency, was to circulate e new compromise te t on the proposal in late 
May 2 23. The last draft law indicates that open software provided for free and outside 
a commercial activity is e cluded from the scope of  the liability rules. The te t also 
clarifies that if  a manufacturer integrates the open-source software as a component 
of  its product and it consequently causes a defect, the liability will then fall on the 

9  This answers the call for the European Parliament made in 2 2  European Parliament resolution 
of  2  October 2 2  with recommendations to the Commission on a civil liability regime for artificial 
intelligence.

  Recital 12 of  the Product Liability irective  Products in the digital age can be tangible or intangible. 
Software, such as operating systems, firmware, computer programs, applications, or AI systems, is 
increasingly common on the market and plays an increasingly important role for product safety. Software 
is capable of  being placed on the market as a standalone product and may subsequently be integrated 
into other products as a component, and is capable of  causing damage through its e ecution. In the 
interest of  legal certainty, it should therefore be clarified that software is a product for the purposes of  
applying no-fault liability, irrespective of  the mode of  its supply or usage, and therefore irrespective of  
whether the software is stored on a device or accessed through cloud technologies. The source code of  
software, however, is not to be considered as a product for the purposes of  this irective as this is pure 
information. The developer or producer of  software, including AI system providers within the meaning 
of  Regulation (EU)  (AI Act) , should be treated as a manufacturer .
81  European Commission, Proposal for a irective of  the European Parliament and the Council on 
liability for defective products, 2 22.
2  L. Bertuzzi, EU Council refines scope, responsibilities in product liability rulebook, in EURACTIV, 2 23, 

available at euractiv.com.

http://euractiv.com/section/digital/news/eu-council-refines-scope-responsibilities-in-product-liability-rulebook
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manufacturer rather than the software provider. It is interesting to notice a turnaround 
compared to March  the EU Council made it clear that internet access services should 
not be regarded as services products and are therefore not covered by the irective. In 
addition, if  a product depends on internet connectivity to maintain security and loses 
connectivity, it will be regarded as defective. This specification is especially crucial for 
Internet of  Things (IoT) products in light of  the impending Cyber Resilience Act, 
which will mandate the enrolment of  security fi es over a certain period of  time. 3

Given the history of  the PL , it suffers less its connection with the AI Act  although 
it e ists a Product Liability irective has been in place since 19  therefore the work 
on the document it is sped up compared to the AI Liability irective. Although there 
is still space of  manoeuvre for change of  plans the co-rapporteurs are pushing on the 
accelerator to reach a committee-level agreement by September, with bilateral meeting 
with political groups already kicking off .

2.3.2.1. Circular Economy

The renewed Productive Liability irective reflects the conte t of  the so-called cir-
cular economy , the EU action plan adopted on March 2 2 .  Generally speaking, a 
circular economy is an economic system designed with the intention that ma imum 

use is e tracted from resources and minimum waste is generated for disposal .  or 
the business model designed by it, products that are able, through their internet con-
nection, to be modified and or upgraded to enhance their productivity or to elongate 
their lifespan are part of  the circular economy.  In fact, i t is becoming increasingly 
common for digital services to be integrated in or interconnected with a product in 
such a way that the absence of  the service would prevent the product from performing 
one of  its functions, for e ample the continuous supply of  traffic data in a navigation 
system. hile The Product Liability  irective should not apply to services as such, 
it is necessary to e tend no-fault liability to such digital services as they determine 
the safety of  the product ust as much as physical or digital components. Such related 
services should be considered as components of  the product to which they are in-
ter-connected, when they are within the control of  the manufacturer of  that product, 
in the sense that they are supplied by the manufacturer itself  or that the manufacturer 

3  L. Bertuzzi, EU Council closes in on product liability rulebook, in EURACTIV, 2 23, available at euractiv.
com.

  L. Bertuzzi  M. Killeen, The product liability train, the Commission’s AI guidelines, in EURACTIV, 2 une 
2 23, available at euractive.com.

  It is one of  the main steps of  the European Green eal, for more information please see the 
dedicated area on the European Commission ebsite, Circular economy action plan, available at environment.
ec.europa.eu. 

  P. eutz, Circular Economy, International Encyclopedia of  Human Geography, 2 2 , 193 ss., available at  
sciencedirect.com. 

  Regulation (EU) 2 21 1119 of  the European Parliament and of  the Council of  3  une 2 21 
establishing the framework for achieving climate neutrality and amending Regulations (EC) o 

1 2 9 and (EU) 2 1 1999.

http://euractiv.com/section/digital/news/eu-council-closes-in-on-product-liability-rulebook
https://www.euractiv.com/authors/luca-bertuzzi/
https://www.euractiv.com/authors/molly-killeen/
https://www.euractiv.com/section/digital/news/the-product-liability-train-the-commissions-ai-guidelines/
http://environment.ec.europa.eu/strategy/circular-economy-action-plan_en
http://sciencedirect.com/science/article/pii/B9780081022955106304
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recommends them or otherwise influences their supply by a third party .88 
owever, this also means imposing on manufacturers an obligation to e tend their ef-

forts over the products even after the go-to market moment. Indeed, art. .1(e) of  the 
revised irective e pands temporally the scope of  responsibility of  the manufacturer 
e tending it to after the placement of  the product on the market. The Article states 
that
1. A product shall be considered defective when it does not provide the safety which 

the public at large is entitled to e pect, taking all circumstances into account, including 
the following  
(e) the moment in time when the product was placed on the market or put into service 
or, where the manufacturer retains control over the product after that moment, the 
moment in time when the product left the control of  the manufacturer . 
According to Article  the manufacturer must continue to e ercise a certain degree of  
control over the product even when it is on the market, and it is used by consumers. 
This control resolves in the obligation to update the product (and its software) and be 
aware that this operation must be e tended to all products able to support it. urther-
more, Recital 3  states that since digital technologies allow manufacturers to e ercise 
control beyond the moment of  placing the product on the market or putting into ser-
vice, manufacturers should remain liable for defectiveness that comes into being after 
that moment as a result of  software or related services within their control, be it in the 
form of  upgrades or updates or machine-learning algorithms .
These provisions impose on the manufacturer a sort of  de facto obligation to update or 
upgrade products, which is particularly relevant when dealing with IoT products that 
usually undergo a periodical revision process which may easily lead to updates and 
upgrades.

2.3.2.2. Creating a communication channel with 
consumers

Usually, consumers are informed of  updates as they must take positive actions to 
physically upgrade the connected appliances. Updates are mainly communicated via 
push notifications or similar messages, that inform the user that a new version of  a 
software is ready to be installed. The e change of  information results in the creation 
of  a communication channel with the consumer, who gets use to receiving messages 
from the manufacturer and e pects his her service or product to get better with time 
(and with the technological advancements). This scenario even creates an e pectation 
in customers to receive communication regarding ameliorations to a certain product or 
service. At the same time manufacturers have all the interest in users downloading the 
last version of  their technology as through its use they can get feedback and improving 
their offers even more, better targeting the interest of  their consumers. It seems that 
the P L (and in some ways even the previous acts analysed) are building the ground 
for this communication channel to become fundamental, and frequently used.  

88  Product Liability irective, Recital 1 .
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A legislative imposition to frequent e changes with consumers is no news to manu-
facturers  for e ample, when dealing with products that consume energy (the so-called 
energy-using products (EUPs), among which it is also possible to classify Internet of  
Things) the Ecodesign and Energy Labelling  ramework irectives impose to man-
ufacturers specific89 and generic requirements9  which may entail information require-
ments, such as material provided by the manufacturer about best practices to use and 
maintain the product to minimise its environmental impact. Moreover  it may require 
that the manufacturer perform a lifecycle analysis of  the product to identify alternative 
design options and solutions for improvement .91

Therefore, it seems that manufacturers of  energy-consuming products that fall within 
the scope of  the product liability directive shall endeavour to build their communica-
tion channel in a transparent manner, structuring the information efficiently enough 
that it is quickly transposable and suitable for the understanding of  end-consumers.

3. Using IoT technology means establishing a 
relationship with consumers

At the beginning of  2 22 the European Commission released a report on a sector 
inquiry into consumer Internet of  Things.92 The report stated that in relation to data 
use cases within consumer IoT companies, respondents i.e., Businesses involving IoT 
products and or services  report that they use the data collected for  
1. the normal functioning of  consumer IoT products and services  
2. the personalisation of  the user e perience
3. business analytics
. product maintenance and development; 
. various other use cases (for e ample marketing communication, safety and fraud 

prevention) .93

The respondents also pointed out the cost of  technology investments and the effort 
required to be part of  the market of  the IoT technologies.9  To be competitive in the 
IoT sector, technical fundings are accompanied by efforts and investments aimed at 
preserving data protection rights and answering requests by consumers connected to 
the use of  data. Lately the EU current legislative landscape seems to stress in particu-
lar the right to access data and the right to data portability. Especially with the entry 
onto force of  the ata Act these rights will definitely need to be reinforced within 

89  or e ample, to set limit values to the ma imum energy consumption or minimum quantities of  
recycled material.
9   or e ample, that a product is energy efficient  or recyclable  (please note that compliance with 
the relevant harmonised European standard, gives presumption of  conformity with the requirement).
91  European Commission, Ecodesign your Future – how Ecodesign can help the environment by making products 
smarter, 2 1 , available at op.europa.eu. 
92  European Commission, inal Report from the Commission to the Council and the European 
Parliament, Final report – sector inquiry into consumer Internet of  Things, 2 22.
93  Ivi, 3 .
9   Ivi, 13. 

http://op.europa.eu/s/xvh4
http://op.europa.eu/s/xvh4
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companies.
It seems that manufacturers of  products and services IoT-related are being pushed to 
put more effort in the way they build and maintain the communication channel with 
their customers, as the information that are being asked to provide are increasing with 
the evolving European legal landscape. End-consumers need to be empowered to ac-
cess their own data (this already as provided by the G PR and in future also on the 
basis of  the ata Act), to know the security mechanisms related to the connected de-
vice they are using (in different ways this is asked both by the G PR and Cybersecurity 
initiatives), to receive information about a more energetically conscious use of  their 
products (as requested by the Ecodesign irectives), and to have all the information 
they need to ask for remedies in case of  damages (as stated in the Product Liability 
Directive).
To further e tend the number of  information given, along with these requirements 
also come the protections (and related communications) dictated by provisions on 
consumer protection.

3.1. Consumer protection

In Spring 2 2  the Commission launched the so-called itness Check of  EU consum-
er law on digital fairness to  determine whether the e isting key horizontal consumer 
law instruments remain adequate for ensuring a high level of  consumer protection in 
the digital environment .9

Among other initiatives one that aims at updating consumer protection and keeping it 
up to date to market requests and changes is the ew eal for Consumers, adopted 
on April 2 22 and as part of  the ew eal on 2  ovember 2 19 it was adopted 
the irective on better enforcement and modernization of  EU consumer protection.9  
The irective, also known as the Omnibus irective  suggested updates to other 
Directives9  and while aiming for a general higher degree of  transparency in purchases 
on the digital market (for e ample asking for clear indications of  whether the seller is a 
professional or not and on who is responsible for deliveries), and for enhanced rights 
regarding processing of  personal data (e.g. right to access and withdrawal period);98 
it also imposed an obligation to inform consumers about how offers are ranked in 
search results and identify paid advertisements 99 and about price changes on specific 

9   European Commission, Review of  EU consumer law, available at commission.europa.eu. 
9   Member States were called to transpose the new rules in their systems by the end of  ovember 2 21 
and rules should have become effective by May 2 22. owever, not all Member States have done the 
necessary activities yet.
9   irectives involved are  The Unfair Commercial Practices irective (2 29 EC)  The Unfair 
Contract Terms irective (93 13 EEC)  The Consumer Rights irective (2 11 3 EU)  The Price 
Indications irective (9 EC).
98  Other provisions refer to ensuring that price reduction claims are genuine, that remedies against 
harm are effective or that reviews can be certified.
99  European Commission, actsheet, New Consumer rights – what benefits will I get?, 2 22, available at 
commission.europa.eu.

http://commission.europa.eu/law/law-topic/consumer-protection-law/review-eu-consumer-law_en#new-deal-for-consumers
http://commission.europa.eu/system/files/2022-05/factsheet_on_benefit_consumers_en.pdf
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offers, so that they are aware of  the risk that the asking price was increased .1

The Omnibus irective seems to be fitted to be part of  the general approach suggest-
ing more attentive, transparent, and frequent conversations with consumers, who shall 
be constantly informed of  changes and given the necessary instruments to understand 
the internal market and its movements. 

4. Conclusions: marketing communications and legal 
information may share some purposes

Attempting at drawing together the provisions analysed, a few considerations can be 
made.

irst, entering the IoT market as a responsible manufacturer requires investments on 
multi and different levels and many proposed legislations will force companies to allo-
cate resources on different areas of  their businesses to legally and safely produce and 
market IoT devices and or IoT-related services.
Second, the provisions analysed set out a general imposition (or at least a strong sug-
gestion) to communicate with customers in an understandable and consistent way, 
which (again) requires studies, investments, resources and attention to create products 
and services that are transparent and e plicable by design but also to build a structure 
able to answer the requests of  consumers.
Third, usually there are limitations to the time a business can use data related to its cus-
tomers for commercial purposes (for e ample for marketing activities or campaigns). 
Entities are requested to ask for consent and when the time validity of  the given con-
sent has e pired communications shall stop and data must be erased. A specific opin-
ion of  the Italian ata Protection Supervisory Authority states that  a t all events, the 
detailed data on the items purchased by identifiable customers may be retained for pro-
filing or marketing purposes for no longer than twelve or twenty-four months, respec-
tively, as of  their storage, sub ect to their being actually anonymised in such a way as to 
prevent data sub ects from being identified also indirectly and or via interconnections 
with other databases . Some e ceptions have been suggested by the same Authority 
when dealing with lu ury goods1 1, although underlying that for other type of  products 
the limit of  the validity of  consent for marketing purposes is 2  months.1 2 
Manufacturers will be torn between information that are or will be obliged to give (in-

1   Ibidem.
1 1  Garante Privacy, Fidelity card” e garanzie per i consumatori. Le regole del Garante per i programmi di 
fidelizzazione, 2  febbraio 2  (doc. web 11 3 ). 
1 2  Relevant provisions on the matter, all by the Italian ata Protection Supervisory Authority are  
Garante Privacy, Verifica preliminare. Prolungamento dei tempi di conservazione dei dati personali riferiti alla clientela 
per il loro utilizzo a fini di profilazione e di promozione commerciale profilata, 1  aprile 2 1  (doc. web 99 )  
Garante Privacy, Verifica preliminare. Trattamento di dati personali riferiti alla clientela per finalità di profilazione e 
promozionale,  luglio 2 1  (doc. web 21)  Garante Privacy, Trattamento e conservazione di dati personali 
della clientela per finalità di profilazione. Verifica preliminare richiesta da Bulgari S.p.A., 2  aprile 2 13 (doc. web 
2 993 ).
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formation contained in the privacy policy, changes in the processing of  data,1 3 ways to 
make your device more energetically efficient, safety measures etc) and information 
that they economically benefit form, like communications related to marketing actions 
and campaigns. Moreover, even though not all information requires to the same eco-
nomical investments, if  the sanctions usually implied to lack of  compliant with the EU 
provisions and or the loss of  profits when marketing communications are shut down 
are to be considered, the commercial and economic implications related to the estab-
lishment and management of  a communication channel with consumers are relevant.

ourth, as many studies showed1  consumers are not very keen to be slowed down by 
communications given by providers or manufacturers and their attention to additional 
information are limited to a short time frame. 

ifth, as said, connected devices (such as smart home appliances) use and generate a 
huge quantity of  data, both personal and non-personal, a characteristic that is intrin-
sic in the nature of  the IoT technology. ata generated and collected create patterns 
based on the everyday life of  consumers. This strong connection with habits of  con-
sumers is what makes a service or a product efficient, but it also makes it dependent 
to a continuous flow of  data, which must be governed in a responsible way by data 
holders.  

rom these observations, it seems that when it comes to IoT-related products and 
services, there are different types of  information that overlap with each other but have 
one final recipient  the consumer.
Manufacturers are required to disentangle different standards, keeping in mind that 
communications must be simple, effective, reliable and, for them to also be econom-
ically feasible, as standard as possible. Therefore, a responsible attitude in this regard 
could be precisely to create a single communication channel, which may have different 
layers of  security and types of  information given, segmented and composable, and 
which allows to prolong a type of  communication that is clear and does not confuse 
the user.
It may be based on a granular and transparent consent, easier to govern and compliant 
with different security standards based on the different kind of  data processed. It can 
be administered in the same moment as the privacy policy, to avoid imposing a further 
burden on consumers. Moreover, structures already in use to address privacy-related 
rights can be leveraged both in terms of  data access and in managing consumer re-
quests. The channel can be created with a ma or effort on e plainability and may use 
design support such as Legal- esign. Establishing one communication channel may 
get the user used to receive communication on actions he she may autonomously 
perform to enhance the use of  its device and or its security, allowing upgrades to be 
perceived sooner and easier as insert in a trustworthy relationship between the man-

1 3  Article 29 ata Protection orking Party, Article 29 orking Party Guidelines on transparency 
under Regulation 2 1 9, 2 1 , 1 , available at  ec.europa.eu newsroom article29 items 2222 . 
1   A. M. Mc onald  L. . Cranor, The Cost of  Reading Privacy Policies, in A Journal of  Law and Policy 
for the Information Society, , 2 , 3 ss.  P. G. Inglesant - M. A. Sasse, The true cost of  Unusable Password 
Policies: Password Use in the wild, SIGC I - Conference on uman actors in Computing Systems, ew 

ork, 2 1  B. Anderson - A. ., Brock Kirwan - . Eargle - Seth oward, Users aren’t (necessarily) lazy: 
Using NeuroIS to explain habituation to security warnings, in International Conference on Information Systems, 2 1 .
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ufacturer and the consumer. Moreover, 
these users that have huge benefit from 
using IoT technologies but also must 
rely on them more frequent (for e am-
ple disabled people) more and cleared 
information on the type of  data man-
ufacturer are collecting will be availa-
ble, hopefully accompanied by efficient 
mechanisms to change preferences and 
settings.
This type of  solution can itself  be struc-
tured in a segmented manner, e ploit-
ing principles of  privacy by design . 
Among the strategies that may better 
match the analysis produced so far, 
one wants to be highlighted. A strategy 
proposed by oepman1  and taken up 
by Li and Palanisamy 1  in their paper, consisting of  eight data-oriented  and four 
process-oriented  strategies, as better illustrated in igure 2 below.1  The presence 

of  process-oriented strategies fit well into business conte ts and design strategies have 
been proved to improve the perception of  consumer and the understandability of  
information given to them.1

inally, this structure is built to respect the very nature of  Internet of  Things as sever-
al e isting IoT systems are designed using a layered architecture. In an IoT system, data 
is usually collected by end devices, transmitted through communication networks, pro-
cessed by local remote servers and finally provided to various applications. Thus,  
data as it flows through multiple layers of  the architecture stack, needs  protection 
at all layers. ere, implementing proper data  design strategies based on the roles of  
the layers in the lifecycle of  the data is important. Otherwise, techniques implement-
ed at a specific layer may become either insufficient ( for e ample legal requirements 
are  breached at other layers) or redundant ( data  has been protected by techniques 
implemented at other layers) .1 9 The said approach can also be a starting point for 
manufacturers that can work in a compliant environment from the very first moment 

1   . . oepman, Privacy Design Strategies, in Information and Communication Technology, in . Cuppens-
Boulahia  . Cuppens  S. a odia  A. Abou El Kalam  T. Sans (eds.), ICT Systems Security and Privacy 
Protection, SEC 2 1 . I IP Advances in Information and Communication Technology, vol 2 , Berlin 
-  eidelberg, 2 1 ,  ss.
1   C. Li  B. Palanisamy, Privacy in Internet of  Things: From Principles to Technologies, in IEEE Internet of  
Things Journal, 2 19,  ss.
1   A graphic summary of  the strategies highlighted by oepman can be found in the work of  C. Li and 
B. Palanisamy, Privacy in Internet of  Things: From Principles to Technologies, in IEEE Internet of  Things Journal, 
2 19,  ss. 
1   Many studies were conducted on the topic by Professor Cranor, among others  L. . Cranor, 
Necessary but not sufficient: standardized mechanisms for privacy notice and choice, in Journal on Telecoomunication & 
High Technology Law, 1 , 2 12, 2 3 ss.
1 9  C. Li - B. Palanisamy, Privacy in Internet of  Things: From Principles to Technologies, cit.

 

Figure 2. Privacy and Design strategies of J.-H. 
Hoepman, Source: C. Li and B. Palanisamy, Privacy 
in Internet of Things: From Principles to 
Technologies," in IEEE Internet of Things Journal 



321

Saggi

a new technology is thought and created. This can even enhance the interoperability 
among smart devices, facilitating even more conversations with consumers and save 
time and energy.11

The purpose of  this work was to highlight how IoT asks for a multidisciplinary ap-
proach111 to be regulated. Internet of  Things and its implications with the life of  con-
sumers must be looked at from a legislative point of  view, but to better govern its 
implications business strategies (meaning with it communication plans, economical 
tactics and process considerations) must also be considered and this will mainly show 
in the relationships with final costumers. Efforts from different areas and sectors are 
required and end-users shall not only be involved but products and services must be 
designed as user-centric. To reach such level of  involvement conte t shall be dynamic 
and integrated, given the pervasive, distributed and dynamic nature of  IoT 112 where 
high-level information is provided to consumers in a trustworthy form and in a trans-
parent environment. This can result in scenarios where platforms are studied in a 
user-centric way and where accessibility and accountability become a recognisable dis-
tinctive element, capable of  becoming a reputational benefit for business and entities.

11   A. Saeed et al., Energy Efficient Hybrid IoT System for Ambient Living, Switzerland, 2 22.
111  A. Skarmeta et al., User-Centric Privacy, in S. iegler (ed.), Internet of  Things Security and Data Protection, 
Cham, 2 19, 9 ss.
112  Ivi, 2 . 


